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Executive summary

Beyond cold storage Just works

Kalista 10 is expanding the use case of SMR Phalanx enables SMR and next gen

beyond archival storage — into SW technologies on existing systems and
development, database, web and software — all without application changes
cryptocurrency applications. nor kernel modifications.

Performance at scale Run everywhere

Phalanx's device friendly design minimizes  Phalanx is designed to fit into your existing

IO contentions and hot spots to deliver workflows and environments. Deploy and
consistent and predictable performance at operate Phalanx using existing
any scale. orchestration and provisioning frameworks

such as Kubernetes® and vSphere®,
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Enterprise/web apps Orchestration/provisioning frameworks Al/ML Big data

Kalista 10

Storage device Performance at scale Advance services Just works

Optimized for Device friendly Scale performance Minimize Device health Data services No application No kernel
SMR, EAMR, MA 10 with capacity device contention mgmt change required change required

Device aware Future read Intelligent Eliminate oo M oe o Software-defined
data placement v 10 prioritization hot write areas P g g architecture

HDD/SSD Multi-cloud Value beyond capacity Orchestration/provisioning frameworks

Dynamic scaling
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Hyperscaler

HM-SMR
market today

Small startup

Hot data Cold data
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Phalanx

the storage system
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Applications ‘

|
C U rrent S M R Modified applications ‘ ’ Applications ‘ ‘ File systems ‘
com pat| b| l|ty SG_IO H SMR file systems ‘ ‘
solutions have

Device mappers ‘

Linux kernel releases

. SCSl generic device access Block device access Device mapper support
dependenC|es /dev/sgx /dev/sdx dm-zoned
and limitations 3.18 4.10 4.13 5.8
Phalanx IS Applications ‘
kernel agnostic Phalanx \

: Linux kernel releases

a nd r_eq u_l res no SCSI generic device access Block device access Device mapper support
appllcatlon /dev/sgx /dev/sdx dm-zoned
Changes 3.18 410 413 5.8
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Easy to deploy
Simple to operate
Runs everywhere

Deploy and operate Phalanx
using existing orchestration
and provisioning frameworks
such as Kubernetes® and
vSphere®. Phalanx is designed
to fit within your current
workflow and environment.
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One line to SMR.

] docker run --privileged -v /mnt:/mnt:rshared -v /md:/md:shared phalanx -d /dev/sdc -bm |
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Unify and simplify — Phalanx supports
both conventional as well as zoned
devices. So you don't have to worry
about mixing and matching devices.
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Number of commands

Number of commands

10°

Long tail latency with legacy stack®
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Curtailed with Phalanx?
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level headed

Phalanx keeps devices



There Is magic In
every |O.

Each request is intelligently prioritized
and streamlined to reduce contention
and eliminate hot spots.



SMR use cases
with Kalista IO



Phalanx + SMR =
Going beyond
blob storage ‘

mongoDB.
& GitLab

4



Phalanx + SMR + compute =

iInnovation




Phalanx + SMR + crypto =

HODLIng ’

your XCH




Doing it ALL,
with HM-SMR.



"There is nothing impossible to him who will try" — Alexander
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References

1. Testing conducted by Kalista 10 in July 2020 using XFS file system with Linux
kernel 5.4.0-42-generic, and Intel® Core™ i7-4771 CPU 3.50GHz with 16GiB DDR3
Synchronous 2400 MHz RAM, and Western Digital Ultrastar DC HC530 CMR drive
connected through SATA 3.2, 6.0 Gb/s interface. Write bench created a single
1GB file and executed 600,000 write commands each overwriting the first 64KB
region of the file to capture latency values.

2. Testing conducted by Kalista 10 in July 2020 using preproduction Olympus
(Phalanx) software with Linux kernel 5.4.0-42-generic, and Intel® Core™ i7-4771
CPU 3.50GHz with 16GiB DDR3 Synchronous 2400 MHz RAM, and Western Digital
Ultrastar DC HC620 host managed SMR drives connected through SATA 3.2, 6.0
Gb/s interface. Write bench created a single 1GB file and executed 600,000
write commands each overwriting the first 64KB region of the file capture
latency values.
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Image attributions

1. Icons from Font Awesome.
License available at https://fontawesome.com/license
No modifications made.



Trademarks

Ceph is a trademark or registered trademark of Red Hat, Inc. or its subsidiaries in
the United States and other countries. Apache®, Apache Hadoop, Hadoop®, and
the yellow elephant logo are either registered trademarks or trademarks of the
Apache Software Foundation in the United States and/or other countries. Linux® is
the registered trademark of Linus Torvalds in the U.S. and other countries. Intel and
Intel Core are trademarks of Intel Corporation or its subsidiaries. Oracle, Java, and
MySQL are registered trademarks of Oracle and/or its affiliates. Docker and the
Docker logo are trademarks or registered trademarks of Docker, Inc. in the United
States and/or other countries. Docker, Inc. and other parties may also have
trademark rights in other terms used herein. MongoDB® is a registered trademark
of MongoDB, Inc. VMware, ESX, ESXi, vSphere, vCenter, and vCloud are trademarks
or registered trademarks of VMware Corporation in the United States, other
countries, or both. Kubernetes® is a registered trademark of the Linux Foundation
in the United States and other countries, and is used pursuant to a license from the
Linux Foundation. All other marks are the property of their respective owners.
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